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Abstract Automatic keyword extraction from documents has long been used and proven its
usefulness in various areas. Crowdsourced tagging for multimedia resources has emerged
and looks promising to a certain extent. Automatic approaches for unstructured data,
automatic keyword extraction and crowdsourced tagging are efficient but they all suffer
from the lack of contextual understanding. In this paper, we propose a new model of
extracting key contextual terms from unstructured data, especially from documents, with
crowdsourcing. The model consists of four sequential processes: (1) term selection by
frequency, (2) sentence building, (3) revised term selection reflecting the newly built
sentences, and (4) sentence voting. Online workers read only a fraction of a document and
participated in sentence building and sentence voting processes, and key sentences were
generated as a result. We compared the generated sentences to the keywords entered by the
author and to the sentences generated by offline workers who read the whole document. The
results support the idea that sentence building process can help selecting terms with more
contextual meaning, closing the gap between keywords from automated approaches and
contextual understanding required by humans.

Keywords Crowdsourcing . Keyword extraction . Document summary . Content extraction .

Sentence building . Contextual term extraction

1 Introduction

As the number of documents and multimedia resources is continuously increasing, our need
to automatically classify and extract knowledge from them grows to a greater extent every
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day. Consequently, the role of keywords in information search has become important. If
documents are given with proper keywords, searching and retrieving of information by users
can be vastly improved. Automatic keyword assignment seems to be practical in that it is
efficient and cost-effective compared to using human indexers [7]. Tagging for multimedia
resources by anonymous users behind the screen also has emerged as one of the automatic
approaches and shows promising result for multimedia resources, which cannot be classified
effectively by automatic approach [14]. The concept of crowdsourcing is similar to that of
outsourcing except that traditional knowledge workers are replaced with public members in
the form of an open call [4]. Workers receive assignments and submit the results through the
Internet. Requesters post tasks online and approve or reject the results through the Internet as
well.

In this paper, we propose a new model of extracting key contextual terms from docu-
ments by building sentences with crowdsourcing. The new model consists of four sequential
processes: (1) term selection by frequency, (2) sentence building, (3) revised term selection
reflecting the newly built sentences, and (4) sentence voting. Online workers read only a
fraction of a document and participate in sentence building and sentence voting processes.
The model allows human intelligence to intervene in an automatic keyword extraction
process and make major decisions in selecting key contextual terms. Further, by asking
anonymous online users to build sentences with given words in the form of drop down lists,
human responses are facilitated. Forming simple statements can attract online users to
perform time consuming and potentially dull tasks with ease and joy. In short, the goal of
this research is to propose and validate a model of key contextual term extraction in which
automatic processes are augmented by human intelligence operated through crowdsourcing.

2 Related work

The basic premise of automatic keyword extraction from a single document is largely based
on the idea that frequently appearing words better represent the contents of the document
than less frequently used words do. In a single document, the measure of importance is the
co-occurrences of a specific word with a particular subset of frequent words [9], the
occurrences of a word in a specific location such as the head of noun phrases, and the
length of the words [1]. In multiple documents, more frequently used words in one document
but less frequently repeated in other documents can be selected as keywords for that
document, which is known as tf*idf (Term Frequency — Inverse Document Frequency).

Machine learning algorithms analyze documents and build structural models. When a
new document comes in, the models process it and extract keywords based on their past
experiences. Turney’s algorithm is based on Naive Bayes, and it uses term frequency (tf),
collection frequency (idf), and the position of a term [13]. Frank et al. trained Turney’s
algorithm on domain-specific documents and showed that the results were comparable to the
state of the art [3]. Some additional external sources such as thesauruses for a specific
domain can be used to find more appropriate words that do not appear in an original
document [7].

Although some of these approaches have shown improved outcomes in some areas, they
also pose some limitations [15]. For example, a keyword cannot have more than three tokens
[3, 13], or external resources should constantly be updated to remain effective [6]. In order to
find the co-occurrence of words, the order of the words has to be ignored so that the
modification relationship of sentences, which is important to understanding the meaning
of the sentences, is not taken into account [9]. Although applying recent developments in
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natural language processing to keyword extraction shows improvement of the extraction
accuracy [6], the inherent insufficiency of automatic keywords extraction or texts retrieval
originates from the fact that software has the difficulty of understanding the contents of a
document because software relies on syntactic information or past experience rather than on
the context of the document. The best way for keyword assignment would be to utilize
human indexers or people who have real needs of using particular information. However,
human indexers are expensive, and it is not easy to timely reach the people who may need
the information.

With the advent of crowdsourcing, however, this situation has changed. The concept of
crowdsourcing is similar to the idea of outsourcing except that traditional human indexers
are substituted with unspecified individuals who use the Internet in the form of an open call
[4]. The tasks covered by crowdsourcing range from instantaneous image tagging to natural
language processing, with which traditional artificial intelligent systems have difficulty in
accomplishing their goals. One of the typical crowdsourcing applications is tagging images
in the form of a game [14]. Snow et al. perform human linguistic annotation with crowd-
sourcing and show promising results [12]. Another subjective task done with crowdsourcing
is Soylent, a word processing interface that allows writers to ask for help from workers
through the Internet [2].

One of the biggest beneficiaries of crowdsourcing can be multimedia resources. Automatic
processing doesn’t perform well for recognizing image patterns, identifying voice signals, or
understanding the context of documents. However, with crowdsourcing in alternative oper-
ationalization possibilities (i.e., gaming, social interaction), tagging conducted by humans has
become a prevalent approach for the self-organization or retrieval purpose of the resources.
However, as manual tagging allows arbitrary, idiosyncratic words to be used, it poses quality
problems related to redundant, inaccurate, or ambiguous tags [5]. Also, because users do not
consider their tags as indexing terms or search terms when they are created, tags are not so
practically helpful for enhancing search efficiency [10].

3 Key contextual term extraction with crowdsourcing

In order to perform key contextual term extraction with crowdsourcing, we propose a
process model with four sequential steps, as shown in Fig. 1. In the first step, we select
frequent noun phrases and verbs based on frequencies. In the second step, we ask anony-
mous online users to build sentences with those frequent noun phrases and verbs. In the third
step, we revisit the most frequent noun phrases by aggregating their frequency rates in the
newly built sentences and in the original document. We then choose a set of sentences that
have the revisited noun phrases as subjects and put those sentences to vote. In the fourth
step, we ask a different set of anonymous online users to vote for the sentences that best

Fig. 1 Model of key contextual term extraction with crowdsourcing
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describe the document. Finally, words or phrases from the sentences with a majority vote are
regarded as key contextual terms. This model provides a built-in quality control structure as the
work results of one group of online users are reviewed later by another group of users [11].
Also, the model supports efficiency by not requiring the users to read the whole document.

For our research, we selected a document entitled “Knowledge Sharing and Yahoo
Answers: Everyone Knows Something,” which describes Yahoo Answer, one of the largest
question-answer forums. We selected this paper as it was deemed to be a sound, represen-
tative document for key contextual term extraction. The paper’s keywords are consisted of
noun phrases and verbs. Verbs are essential to capture the contextual meaning of nouns or
noun phrases by specifying how they are related. In traditional keyword extraction
approaches, only nouns and noun phrases regarded as keywords for a document.

3.1 Term selection by frequency

We preprocessed the chosen document by using the Stanford CoreNLP suite. This software
reads a document and returns pairs of original token, tag, and lemma. Lemma is a base or
dictionary form of a word from which inflectional ending is removed. For example, ‘goes’
and ‘went’ have the same lemma ‘go.’ After the preprocessing, we used two patterns for
extracting noun phrases and verbs, and any set of nouns and verbs complying with one of
these patterns were extracted. Those patterns were expressed in regular expressions:
((VBG)? (NNPS)+(NNPS)+) or ((JJ)+(NNPS)+). VBG stands for verb, gerund, or present
participle; JJ for adjective; NNPS for singular/plural noun; ‘?’ for zero or more; and ‘+’ for one
or more. Any set of words matching any of these patterns was extracted as candidate keywords
for further processing. This processing generated 575 unique noun phrases, including one noun
phrase ‘social network’ that appeared 23 times. It also generated verbs from words used in
present or past tense, gerund or present participle, and past participle, resulting in 194 unique
verbs extracted from the document, including one verb ‘answer’ that appeared 34 times.

As we had too many noun phrases and verbs for building sentences, we reduced the set
by selecting the most frequently appearing ones. Specifically, we selected the most frequently
appearing 5 % noun phrases (i.e., 25) out of 575 unique noun phrases. As for verbs, they were
less distinctive (194 verb vs. 575 noun phrase), but their average frequency rates were higher
than that of noun phrases (4.27 for verbs vs. 1.4 for noun phrases). This shows that verbs were
used more frequently than noun phrases. To adjust the bias of noun phrase and verb distribu-
tions, we applied the following rules to select the most frequently appearing terms in their own
category.

Fnp ¼ Total # of NPð Þ� Avg: freq: of NPð Þ� SamplingRateð Þ ¼ 575�1:4�0:05 � 25

Fverb ¼ Total # of Verbð Þ� Avg: freq: of Verbð Þ� SamplingRateð Þ ¼ 194�4:27�0:05 � 40

Accordingly, the most frequent 25 noun phrases and 40 verbs were chosen as base terms
in this step. At this point, the nouns phrases of the base terms could be regarded as keywords
for the document in traditional keyword extraction approaches, but we went further to
employ crowdsourcing.

3.2 Sentence building

One of the biggest challenges with crowdsourcing is how to ensure job quality. If tasks are
objective and require low cognitive load or little expertise, online workers are willing to
perform the tasks even for little money or fun with free of charge. However, if tasks require a
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certain amount of knowledge or creativity, the workers tend to skip those tasks or regard them as
dull assignments and provide random answers [8]. As keyword extraction is a subjective task
and requires cognitive load or creativity, we need to prevent workers’ possible negligent attitude
toward the given task, thereby ensuring good work quality. We employed two quality control
processes: the first process was used in this step of sentence building. We asked workers to
construct sentences with given base terms through the interface shown in Fig. 2. We informed
them that their work would be reviewed later by other people. In the second process, which was
used in the fourth step, we asked other workers, for a validation purpose, to vote for the
sentences that best described the meaning of the presented document.

Specifically for this study, we posted the sentence building task for 2 days (from
December 4, 2011 to December 5, 2011) on the Amazon Mechanical Turk website. Workers
whose past approval rate was more than 90 % were allowed to participate while each worker
was allowed to build the maximum of 3 sentences. Participants were told that they would be
paid $0.05 upon approval and were given the maximum of 45 minutes to complete the task.
Sentences to be built had a simple subject-predicate-object syntax. Workers were provided
with the abstract of the document, and 3 sets of subject-predicate-object drop down lists (see
Fig. 2). Workers built a sentence by selecting one subject, one predicate, and one object from
the list, and repeated this procedure three times. A total of 30 workers participated in the
task, spending about 3 minutes and 59 seconds on average per task, resulting in 90 sentences
in total. Among the 90 sentences, 87 sentences were unique as 3 sentences were built two
times each and 84 sentences were built once each

3.3 Revised term selection reflecting sentences

As discussed before, it might be inefficient to use the sentences obtained through the second
step without any validation process because online workers work anonymously under little

Fig. 2 Sentence building interface
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surveillance [11]. We extracted the most frequent top 10 noun phrases used as subjects and
objects from the sentences and selected the most frequent top 10 noun phrases from the
document. We scored them by their frequencies and selected the top 5 most frequent noun
phrases from the total 20 noun phrases. Also, we selected non-frequent noun phrase
active user on purpose for validation and checked later whether sentences with this
noun phrase have a majority vote, which was not the case. Based on these top 5
frequent noun phrases and 1 non-frequent noun phrase, we extracted 51 out of 90 sentences,
which used one of those six noun phrases as a subject, and subsequently they were put to
the vote.

3.4 Voting for sentences

We posted a voting task on the Amazon Mechanical Turk for 1 day on December 7, 2011.
Twenty workers participated in the voting task (Fig. 3), and voted 130 times in

total. Theoretically, because 20 workers could vote for each sentence, one sentence
could have up to 20 votes. The sentence with the largest number of votes was “online
interaction help knowledge sharing,” which had 8 votes. Each worker voted 6.5 times on
average (i.e., each worker selected 6.5 sentences), and a total 44 out of 51 sentences had at least
one vote.

3.5 User responses

During the online experiment, we asked users to leave comments on the assigned task and
some did. Two of them said the task was “very” interesting, one person said that “This type
of sentence forming is very useful to us.” Another person considered the assigned task as a
“good mind game,” which we did not anticipate. Collectively, the comments show that the
participants thought that the assigned task was useful and interesting.

Fig. 3 Interface for voting sentences
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4 Evaluation

We evaluated our proposed model from two perspectives. First, we compared precision and
recall of online users’ outputs to those of the frequency‐based approach. This comparison
shows how our new model performs compared to an automated (machine only) approach.
Second, we calculated similarity scores between online users’ outputs and offline users’ out-
puts. This comparison shows how our model performs compared to human only approach.

4.1 Comparison to automated approach

For evaluation, one on one (1:1) matching of the terms from online workers (Online Group)
and the terms from the frequency-based approach, which is commonly used for automatic
keyword extraction, was conducted. To make the comparison process straightforward, we
compared the precision and recall of the Online Group with those of the frequency-based
approach. We used distinct 13 words from the 6 keywords entered by the author in the
original document as gold standard.

As there were distinct 13 words from the 6 keywords originally entered, we selected the
Online Group’s top 4 sentences of which the distinct number of words was also 13.
Accordingly, to equalize the number of words, we selected 7 most frequent noun phrases,
identified by the frequency-based approach, of which the distinct number of words was also
13.

When we compared the words from the frequency-based approach to the words from the
author, precision and recall were each 46 % (6 out of 13). When we compared the words
from the Online Group with the words from the author, precision and recall were each 62 %
(8 out of 13). The combined results (Fig. 4) show that the Online Groups outperforms the
frequency‐based approach substantially. When the two approaches (i.e., Frequency-based
vs. Online Group) were directly compared, precision and recall for the keywords from the
Online Group were each higher by about 33 % than the frequency-based approach.

4.2 Comparison to human readers

The previous experiment was designed to assess how much our proposed approach improves
an automated approach. We conducted another experiment to assess how much the sentences
built by the online workers by going through the proposed process (i.e., sentence building
and sentence voting) but without reading the whole document are similar to the sentences

Fig. 4 Precision and recall for
frequency‐based approach vs.
online group
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people produce in a normal reading setting by going through careful digestion of the
document and creating a summary using a few sentences.

The second experiment involved 13 graduate students in a research university in South
Korea, who are majoring in information science related fields. The subjects voluntarily
participated in the experiment and received about $20 monetary reward for participation. In
the experiment, the subjects were asked to build 7 sentences (of which the number of words
doubles the number of words from the keywords by the author to cover more broader range
of ideas) in order to best describe the document content using the same set of base words
Online Group used before (in the sentence building step). All the participants were given
2 hours in a lab setting, dedicated to reading the whole paper and creating a summary.

To measure similarities, we treated each set of keywords and sentences as a document and
calculated the cosine similarity between them using the formula shown in Fig. 5. Cosine
similarity is commonly used to measure similarities between term vectors in information
retrieval. The similarity scores were normalized so that it is free from the bias associated
with the document length.

We calculated the similarity between the keywords entered by the author and the keywords
found in those sentences generated by each treatment group (Offline Group and Online Group).
To maintain consistency across the groups, we used top 7 frequently selected sentences as key
sentences from Online Group. Top 7 frequently selected sentences (13.7 %) had 43 votes
(33.1 %). Figure 6 shows those sentences from online workers and the keywords entered by the
author.

For Offline Group, we computed the similarity score between the keywords entered by
the author and the keywords derived from each offline worker’s sentences, and then
computed the overall average of those scores, which was 0.46. For Online Group, following
the same procedure, we calculated the similarity score between the keywords entered by the
author and the keywords derived from the sentences generated by Online Group, and then
computed the overall average of those scores, which was 0.67. Figure 7 summarizes the
obtained similarity results.

The results show that the online approach provides a higher number of similar key terms
than the offline approach. This seems reasonable because online users were provided just the
abstract of the document and the keywords provided by the author while offline users were
provided the whole document that includes the two components. As a result, it was likely
that online workers paid more close attention on utilizing the keywords provided by the
author while trying to cover the general context of the whole paper. However, offline
workers were required to read the whole document. Consequently, they could pay attention
to the details of the document and obtain diverse contextual information from the document.

We also calculated similarities between the sentences from the online workers and the
sentences from the offline workers to see how comparable the results from the two
approaches are. We computed the similarity score between each online worker’s set of
sentences and each offline worker’s set of sentences, and then derived the overall average of
the scores. The overall average similarity score between the sentences produced by the two
alternative approaches (i.e., crowdsourcing involving online workers vs. detailed reading by
offline human readers) was 0.42. In addition, we computed the similarity scores between the

Fig. 5 Cosine similarity
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set of sentences produced by each offline worker in the detailed reading condition, involving
78 (=13×12÷2) similarity comparisons. The similarity scores between the sentences pro-
duced by the offline human readers ranged from 0.29 to 0.81, with the average similarity
score of 0.57. Collectively, the combined results show that the sentences produced by the
proposed approach is acceptable, as it is within the similarity range produced by the human
readers and close to its average.

5 Summary and conclusion

The study results show that combining crowdsourcing with an automated approach is a viable
alternative for keyword extraction. The higher precision and recall show that crowdsourcing
adds a value to the automated keyword extraction process. The simple activities of sentence
building and sentence voting performed by the online workers vastly improve the keyword
extraction process, resulting in sentences more inclusive of the keywords the author of the paper
intended to use to represent the essence of the paper. Further the comparison with the sentences
produced by human readers who spent two hours to read the whole document shows that the
proposed approach, which took much less time, produces an acceptable set of sentences that are
similar to the sentences human readers produced. While the proposed crowdsourcing approach

Fig. 6 Sentences from online workers and keywords from the author

Fig. 7 Sentence similarity
against keywords

Multimed Tools Appl (2014) 68:401–412 409



produced sentences better utilizing the keywords entered by the author of the paper, the offline
approach produced sentences more reflective of detailed contextual information embedded in
the body of the document using diverse words and expressions. The crowdsourcing approach
produces sentences comparable to the sentences produced by detailed human readers without
requiring the same amount of effort or time commitment.

It seems that by asking users to build simple sentences, users seem to be oriented not to select
words randomly. One of the limitations of our online approach is that it depends on the quality of
the abstract or other fraction of the document that is given to online workers. If a document
does not have an abstraction or introduction, we should decide which part to be given to online
workers, and this is not trivial. While our approach needs further validation with many other
documents and alternative forms of descriptions, the study findings clearly indicate that it can be
applied to augment existing automatic keyword extraction processes. For multimedia applica-
tions, the proposed approach can be used to improve the multimedia tagging process. Instead of
just asking users to tag, we can ask them to build simple sentences using a predefined set of noun
phrases and verbs before tagging. Then they would be more careful to choose tags, possibly
reflecting more faithfully the ideas original producer of the multimedia content intended to
convey, instead of selecting tag words instantaneously. The exercise can direct users to consider
the context of the tags by combining verbs and by seeing whether the sentences make sense.

We proposed a new key contextual term extraction model that combines both machine
and human power. Following the proposed model, we first extracted a set of frequent noun
phrases and verbs from a document by using the Stanford CoreNLP suite. Next, human
workers read an abstract of the document and composed sentences of subject-predicate-
object syntax to best describe the contents of the document while using the provided noun
phrases and verbs selected from the previous step. Then, we revisited the selection of the
keywords to reflect the frequently used words in the newly built sentences, and selected a
number of sentences based on the revisited noun phrases. Those sentences were put to the
vote. Finally, another group of online users read the abstract of the same document and voted
for the sentences that best represent the document. The sentences with a majority vote were
selected as a final set from which key contextual terms were derived for comparison.

We compared precision and recall between online workers’ results and frequency-based
results and found a significant improvement by the online approach, which combines
crowdsourcing with the traditional keyword extraction process. Further, we compared the
sentences produced by the online workers and offline workers and found that they are
similar albeit not identical. The sentences produced by the online workers are more reflective
of the keywords entered by the author to capture the essence of the paper while the sentences
produced by the offline workers are more reflective of contextual details embedded in the
body of the document. The overall results show that the proposed approach sits in between
machine only approach and human only approach, with the tendency to remain faithful to
the key ideas the original author of the paper intended to express. The proposed approach
vastly improves the performance of the automatic keyword extraction process while pro-
ducing a set of sentences similar to the sentences human readers normally produce after
spending a considerable amount of time in digesting the document. Thus our study opens the
possibility of combining crowdsourcing with the traditional text summarization and knowl-
edge extraction processes, and enhancing the overall performance of those processes. Also,
it taps into the possibility of creating an effective summary without requiring extensive
human efforts, but still producing an acceptable solution. More broadly speaking, the
proposed idea of building sentences with crowdsourcing should be able to solve many
problems, which only humans or only machines have tried to solve but had major difficulties
in solving the problems by themselves.
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