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Abstract. LOD (Linked Open Data) is an international endeavor to interlink 
structured data on the Web and create the Web of Data on a global level. In this 
paper, we report about our experience of applying existing LOD frameworks, 
most of which are designed to run only in European language environments, to 
Korean resources to build linked data. Through the localization of Silk, we 
identified localized similarity measures as essential for interlinking Korean re-
sources. Specifically, we built new algorithms to measure distance between Ko-
rean strings and to measure distance between transliterated Korean strings. A 
series of empirical tests have found that the new measures substantially improve 
the performance of Silk with high precision for matching Korean strings and 
with high recall for matching transliterated Korean strings. We expect the loca-
lization issues described in this paper to be applicable to many non-Western 
countries. 
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1 Introduction 

One serious drawback of the current Web is its limited support for sharing and inter-
linking online resources at the data level. Linked Open Data (LOD) is an international 
endeavor to overcome this limitation of the current Web and create the Web of Data 
on a global level. Since Web 2.0 emerged, a great amount of data has been released to 
the LOD cloud in the structured-data format so that computers can understand and 
interlink them. Many tools and frameworks have been developed to support the transi-
tion and successfully deployed in a wide number of areas. However, as the proportion 
of non-Western data is comparatively small, a couple of projects have been only re-
cently initiated to extend the boundary of LOD over non-Western language resources. 

The goal of this research is to report about our experience of applying existing 
linked open data frameworks, most of which are designed to run only in European 
language environments, to Korean resources to build linked data. In addition to  
inherent multi-byte issues related to non-European languages [1] [2], we identified 
key localization issues that should be taken into account when building links among 
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multilingual resources. In particular, we have developed two new Korean similarity 
metrics and implemented those metrics into Silk, a tool specifically designed for link-
ing LOD resources [3], and compared the performance of the new metrics to Le-
venshtein Distance. Through a series of empirical tests, we have confirmed that the 
new metrics offer several advantages over the existing metrics. 

2 Related Work 

The Korean alphabet system, Hangul, is the native alphabet of the Korean lan- 
guage, consisting of fourteen consonant letters (i.e., 

 and ) and ten vowel letters (i.e.,  

 and ). Two consonant letters can be combined to create conso-
nant digraphs (i.e., or ), and two or three vowel letters can be combined to create 
vowel digraphs or trigraphs (i.e.,  or ). Syllables are composed by combining one 
consonant (letter or digraph), one vowel (letter, digraph, or trigraph), and one optional 
consonant (letter or digraph). The current Unicode system contains 11,172 syllables, 
which can cover all of the modern Korean words.  

Levenshtein Distance, which is also known as ‘edit distance’, is a popular metric to 
measure distance between two Latin Alphabet strings and highly recommended to use 
in Silk. Levenshtein distance is defined as the minimum number of insertion, deletion, 
or substitution operation of a single character needed to transform one string into the 
other. Soundex is a widely used phonetic similarity measure for English to score the 
distance between strings based on not letters but sound.  

In the Unicode system, the unit of comparison of English alphabet is one letter be-
cause each English letter is assigned to one code point. In Korean, however, a combi-
nation of 2 or 3 letters (diagraphs or trigraphs, hereafter letter), representing a syllable 
in Korean, is assigned to one code point. Thus, even though Levenshtein Distance 
says that the distance is one, it could mean one, two, or three different letters in Ko-
rean. Thus, research has been conducted to develop localized similarity measures for 
Korean strings. For example, KorED computes distance between two strings by calcu-
lating the number of necessary syllable and phoneme operations of insertion, deletion, 
or substitution to make them identical. GrpSim and OneDSim2 have similar ap-
proaches except assigning different weights based on the sound or the location of the 
phonemes [4].  

Transliteration converts letters from one writing system into another and doesn’t 
concern representing original phonemes. For example, one of the Korean popular 
food  (knife-cut Korean noodles in translation) can be transliterated as “Kal-
guksu” in English. To the best of our knowledge, there are no such metrics to measure 
similarity between transliterated Korean strings. Instead, there are several studies on 
transliteration of English to Korean and back-transliteration of Korean to English [5] 
[6] and there is a study on a similarity measure for Korean transliteration of foreign 
words using algorithms similar to Soundex [7].  
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measure is especially effective in enhancing recall keeping precision almost intact, 
thereby contributing to obtaining a higher number of correct links. The two proposed 
metrics, Phoneme Distance and Transliterated Distance are original, first defined and 
explained in this paper. The two measurement approaches can be extended to fuse 
multi-lingual resources as well.  

With the new measures, we could control more precisely the range of the target 
strings while navigating and generating more quality links with regard to Korean 
resources. While the localization issues described in this paper needs further empirical 
validation in different language settings, we expect the ideas implemented through 
those measures to be applicable to many non-Western countries.  
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